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Abstract— A functional expansion of a hardware-
software co-simulator, using ”Simulink” on PC and
an FPGA emulator board, is realized for the purpose
of real-time HDT'V signal processing. In the proposed
co-simulator, the emulation is carried out by using a
set of raster scanning data processing, instead of the
frame-based processing which is suitable for process-
ing ”Simulink” block. In addition, a visual verifica-
tion approach in terms of processing delay between
Simulink blocks is introduced for adjusting the con-
nection of these blocks within the emulator.

I. INTRODUCTION

In recent years, a number of consumer electronic prod-
ucts related to video signal processing is increasing and
also their life-time is decreasing rapidly. Therefore, many
kinds of SoC (System-on-Chip) have to be developed
within a limited development period. In order to shorten
the development cycle including time-periods to introduce
new functions as efficient IP-cores, a hardware-software
co-design approach is useful for designers, because this
approach can simultaneously optimize both system level
architecture and LSI circuit design. Otherwise, the iter-
ative approach of architecture optimization followed by
circuit optimization is required and needs a long develop-
ment period.

There are several hardware-software co-simulators now
available. For example, the "EDA Simulator Link” [1]
is a co-simulator, which provides a verification interface
between ”Simulink” [2] and a HDL simulator. However it
includes hardware simulation by software, and therefore,
needs a lot of time for the simulation. A rapid prototype
system [3] is another example, but it cannot realize partial
emulation and is very expensive.

Our developed system [4] provides the interface between
”Simulink” and a FPGA emulator board, where Simulink
on PC and an actual emulation for S-Function (a block
in a Simulink description) by the FPGA are used. As the
FPGA emulation can run in real-time, simulation time
becomes short and timing problems can be clearly evalu-
ated. However, our original approach is not suitable for
HDTYV signal processing, because HDTV frame memo-

Yuichi Nakamura

System IP Core Research
NEC Corporation
Kawasaki, Nakahara-Ku, Shimonumabe,
211-8666, Japan
yuichi@az.jp.nec.com

Takao Nishitani

Faculty of System Design
Tokyo Metropolitan University
Hino, Asahigaoka,
191-0065, Japan
nishitani@tmu.ac.jp

ries are required in the FPGA for Simulink interface, but
the FPGA is not suitable for implementing large capac-
ity RAMs. The introduction of external frame memories
on a FPGA board may be acceptable, but the input and
output data for circuits in the FPGA is something dif-
ferent from the actual circuits. As a result, the devel-
oped hardware-software co-simulator cannot be easily in-
troduced to HDTV signal processing which becomes pop-
ular in mobile terminals like tablet computers.

This paper describes the HDTV signal processing on a
FPGA emulator board by modifying the interface func-
tion between them. The approach employed is to di-
vide one frame data in the buffer into small blocks con-
taining several raster scanning line data for interfacing
a S-Function block in a Simulink description and the
board. When the corresponding S-Function becomes ac-
tive, the S-Function iteratively sends line data to the
FPGA and fetches the processed data from the FPGA,
until the whole output buffer for a frame picture becomes
full. Therefore, this simulator modification needs the sys-
tem level architecture re-optimization based on the hard-
ware side requirement in the co-simulation. The architec-
ture optimization should be a line-based one, instead of a
frame-based one.

The other functional expansion is to improve verifica-
tion function, when two circuits for adjacent S-Functions
are verified and these circuits are combined. As the pro-
cessing is based on block-based one in every verified cir-
cuit, different processing cycle delay may cause some trou-
ble, if the adjacent blocks have some feed-forward/feed-
back connections. The proposed approach makes such
processing cycle delay visible by using a monitoring S-
Function and some modification on an input image.

The paper first reviews the reported co-simulator in
section 2. The proposed system is described in section 3.
In section 4, the system re-optimization is carried out by
using an example. Consideration on the IP-Core circuit
implementation of the example is described in section 5.
Section 6 shows some impact from a system level architec-
ture modification to the hardware side implementation.
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Fig. 1. The reported co-simulator structure
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Fig. 2. The proposed co-simulator structure

II. THE REPORTED HARDWARE-SOFTWARE
CO-SIMULATOR

The hardware-software co-simulator using ”Simulink”
on PC and a FPGA emulator board [4] has been devel-
oped so as to realize seamless connection between them.
”Simulink” is widely used in the development of a signal
processing system. It acts as a state machine controller
for block diagrams composed of ”S-Functions.” The sys-
tem level functions in all S-Functions can be written in
C-language and LSI circuits are written in Verilog-HDL
in the FPGA. Both S-Functions on PC and LSI circuits
on the FPGA are programmable for modifications. There-
fore, it is easy to find problem and to improve system per-
formance by using this tool. Figure 1 shows the reported
co-simulator block structure and the following procedure
is employed:

1. The S-Function to be implemented by hardware cir-
cuits should be replaced with an interface S-Function
which sends and receives data from and to the FPGA
board.

2. All data in the input buffer of the interface S-
Function has to be prepared for activating by the
Simulink controller.

3. The input data in this S-Function are transferred to
the FPGA and stored into the input memory within
the FPGA.

4. When the input memory becomes full, the FPGA
automatically starts processing of the data stored in
the input memory.

5. All processed data is stored into the output memory
within the FPGA.

6. When the output memory becomes full, the FPGA
sends a notification signal to the interface S-Function.

7. The interface S-Function starts to fetch the data in
the FPGA output memory and stores them into the
output buffer in the interface S-Function.

8. When the output buffer in the interface S-Function
becomes full, the Simulink controller terminates this
S-Function and activates the following S-Function.

By using the above structure for co-simulator, the fol-
lowing merits are obtained.

1. The realized seamless connection eliminates a special
test bench for verifying the hardware circuits.

2. High speed processing in the FPGA emulation has a
great advantage over software simulation of the RTL
codes.

3. It is easy to find bugs in a system by using a standard
monitoring S-Function of ”Display” in ”Simulink.
The signal brunch in a Simulink description can be
easily observed by putting Display before and after
the interface S-Function which is shown in Fig. 1.

4. The monitoring blocks also supports to check the pro-
cessing accuracy and dynamic range of signals in the
hardware emulation, because some shortages of these
parameters result in noisy pictures.

5. It is possible to take a step-by-step SoC development
when the SoC functions are written by Simulink de-
scription. When two verified circuits for the cor-
responding S-Functions in the above Simulink de-
scription are finalized, they can be merged into one
functional circuit of an expanded S-Function in the
Simulink description.

III. THE PROPOSED CO-SIMULATOR

A. Suitable for HDT'V signal processing

Many merits are obtained from the reported co-
simulator. However, the reported approach is not suit-
able for HDTV signal processing, because HDTV frame
memories are required within the FPGA. Recent largest
FPGA chip such as Xilinx Virtex-6 is not enough for re-
alizing one HDTV input and output frame memories for
RGB components.
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In order to overcome the memory shortage in the
FPGA, a modified approach on the interface function be-
tween the PC and the FPGA emulation board is proposed
for the HDTV signal processing. The approach employed
here is to divide one frame data in the S-Function buffers
into small blocks, shown in Fig. 2. The proposed struc-
ture in the FPGA is realized to reduce the input and
output memory capacity.

The role of the interface S-Function is modified to ex-
ecute the iterative operations, which are composed of 4
operations: data transfer of a block within the input
buffer in the S-Function, waiting for the notification from
the FPGA, fetching the processed data from the FPGA
and storing these data into the output buffer in the S-
Function. When the output buffer in the S-Function be-
comes full, the Simulink controller automatically activates
the following S-Function. The seamless connection be-
tween ”Simulink” and the FPGA emulator board is main-
tained as well as the reported co-simulator. Note that the
HDTYV frame memory is required only in the S-Function
in PC side. As a result, almost the same merits of the
original co-simulator described in section 2 are still ob-
tained, because the interface S-Function works just like
that in the reported simulator in terms of the relation-
ship to other S-Functions.

One appropriate method to divide frame data in the
buffer into small blocks is to divide a picture into blocks
composed of raster scan lines, because input pictures from
a camera are normally fed in the raster scan order (from
left to right and from top to bottom). How many lines
consist of one block depends on what kind of algorithm is
applied to, but it is important to be consistent in the same
structure among all S-Functions in order to connect the
developed LSI circuits for the corresponding S-Functions.
In case of an employed block which is composed of a single
line, this approach can reduce the required memory in the
FPGA to about 1/1000 capacity memory, compared with
those used in the reported approach for HDTV processing.

Further reduction of required internal memory capacity
in the FPGA is possible to change the employed algorithm
from a frame-based consideration to a line-based consider-
ation. For example, there is a case that the interim results
must be stored into a temporal memory. It is useful for
the algorithm implementation to remove these memories.
Such kind of considerations contributes a small die size
and low cost SoC implementation. In addition, the re-
duction of memory capacity is not a limited solution to
FPGA implementation.

B. Introduction of a visual verification function

One big problem to employ the line-based algorithm in
a case is that the circuits become to generate processing
cycle delay within a line more easily than the frame-based
one, although the frame-based one may also generate a
processing cycle delay less than one line. Such a process-
ing cycle delay becomes a heavy problem when two adja-
cent circuits corresponding to the S-Functions are verified
by the proposed co-simulator and have some interactions

Simulink description
Interface
S-Funetion

Display

Fig. 3. The interface structure

such as a feed-back/feed-forward connection between the
two. These processing cycle differences are hard to check
by the viewer, shown in Figs. 1 and 2, because every S-
Function output is synchronized with the beginning of the
frame. The processing cycle delay cannot be observed.

A visual verification approach is newly established in
the proposed system by using S-Functions provided by
”Simulink”. This approach makes use of a zero pixel se-
quence followed by a sequence with maximum value pix-
els, both of which replace actual pixel values in the in-
put picture at the beginning area of the frame. These
sequences may have a few lines and the sequence acts
as a marker. A sequence, which is a plenty of zeroes in
the line direction, resets the hardware and the maximum
value sequence indicates huge changes based on zero reset
hardware. The example is shown in Fig. 3, where one
of the monitoring S-Functions ”Video Viewer” shows the
”Lena” picture with black and white bands at the top
area. Two ”Display blocks” are used before and after the
S-Function to be verified. The Display block in the input
side shows the marker area and the other Display block
in the output side shows the marker area shifted by the
processing. This is because the output memory in the
FPGA records all of the data appeared at every clock pe-
riod in this monitoring mode. In this figure, these Display
blocks employ pixel-based monitoring mode. In addition,
pixel values can be observed at ”Video Viewer.” The ac-
tual processing delay can be evaluated by the final pixel
position at the marker area. Also, a marker sequence is
composed of 8 zero lines. Note that the S-Function of
RGB to YCbCr conversion in the standard Simulink 1i-
brary uses the ITU-R BT.601 rule which asks that the
conversion result is always larger than 16 in 8 bit repre-
sentation. Therefore, the pixel values in the marker area
never become zero, but 3 in our down-sampling filter.

Consider about a 2-D FIR filtering function by this ap-
proach. From the vertical position shift from the top line,
the pixel-based processing cycles can be observed, when
the filter moves from the left to the right. The image pro-
cessing by Simulink in this direction causes the movement
from the top to the bottom in the display. The insertion of
one word register by a system clock causes one line shift of
the black band from the top line. When the line direction
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delay is expected, black and white vertical bands should
be added. In order to find the shift lines, the filter coeffi-
cient should be set to 1/MxM where the M-th order filter
is employed. Then, the output position can be found by
searching the line position of 255/M value increase.

IV. THE SYSTEM EFFICIENCY ON THE IMAGE
PROCESSING

A. A picture enhancement system

A MSR (Multi-Scale Retinex) picture enhancement sys-
tem [5] is evaluated by the proposed system. It is an
expanded system of SSR (Single-Scale Retinex), based
on the human retina and cortex activities [6]. The SSR
calculation first extracts color contrast signals in human
measure by the following equation.

where [; is the image distribution in the i-th color spectral
band, I; is the estimated illumination component, and R;
is the output of SSR. I; can be replaced by a spatially
averaged luminance of a pixel at (z,y) by a 2-D Gaussian
filter. The final output is obtained by clipping the valid

— Output
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Fig. 7. The processing using the direct 2-D filter
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Fig. 8. The line-based X-Y filter strucure

pixel values of the R; and by normalizing their levels from
0 to 255. The MSR algorithm is defined by

N
Ry, (2,y) = Y wnRy,(2,9) (2)
i=1

where N is the number of scale, in the case of Fig. 4,
N =3. R, is the SSR output of the n-th scale. w,, is the
weighting coefficient of the n-th scale, where the sum of
all w,, equals 1, and Ry, is the MSR output.

B. Multi-stage and Multi-rate signal processing for MSR,

In order to determine the estimation of the illumina-
tion component, the original enhancement system [5] em-
ploys iterative X-Y separable Gaussian filters with down-
sampling and up sampling instead of a 2-D filter. The
multi-stage and multi-rate signal processing can reduce
the region to be filtered. The introduction of the X-Y
separable filters is due to the lower computational amount
than the corresponding direct 2-D filters. In addition, all
multi-rate filters with sub-sampling are designed by a pair
of down and up sampling with polyphase structures [7]
shown in Fig. 5 for the down-sampling filter implemen-
tation. The processing in Fig. 5 is carried out by the
line direction polyphase structure followed by the vertical
scan direction. The polyphase structure [8] allows a low
computational cost by removing cast-away samples in the
down-sampling filters. This approach reduces the total
calculation amount by 1/4. The optimization mentioned
above is architecture level one in terms of the reduction
of arithmetic operations.

However, the original X-Y separable filter [4] cannot be
employed, even if the amount of the arithmetic operations
is much smaller than that of the direct 2-D filter for the
following reasons. In the X-Y separable filtering approach
shown in Fig. 6, the interim results of the X-direction 1-
D filtering is required to store into a temporal memory.
This is because the Y-direction processing starts after all
X-direction processing is completed. In case of this en-
hancement algorithm, 2 HDTV frame memories in total
are required for the interim results. In addition, every

-171 -



A
/

2-DLPF 2-DLPF
— down- down-
sampling sampling

—
Input data from | Input
“Simulink” Buffer

—
Outputdatato | Output
“Simulink” Buffer

2-D LPF
up-sampling

/
/
B
(a) (b) .

Fig. 9. The experimental visual verification tool

2-DLPF
up-sampling

filter output data has to be saved in the memories un-
til the up-sampling process asks for these results in the
multi-scale processing.

On the other hand, a direct 2-D filter structure [9] is
depicted in Fig. 7, where line delays and a part of the 2-D
filtering operations is connected. This approach seems to
be smarter than the X-Y separable approach, even if the
amount of multiplications and additions becomes huge.

The structure leads to the other X-Y separable filter
implementation, shown in Fig. 8. A line processing is car-
ried out by only one 1-D FIR filter, and the X-direction
length is halved due to the down-sampling effect. In or-
der to realize the Y-direction filter, these output samples
should be stored in a set of line memories, shown in Fig.
8. The required operation in the Y-direction filter calcu-
lation becomes only multiply-and-add.

As a result, the most suitable implementation for con-
sumer products is to employ the line-based X-Y separable
filter with the structure shown in Fig. 8.

C. The experimental results

The developed co-simulator is composed of a PC, hav-
ing AMD Athlon. 64 X2 Dual processor at 2.00 GHz and
the FPGA board having a FPGA chip of Xilinx Virtex-
4 XC4VLX200. Thanks to the proposed line-based 1/0
buffers in the FPGA chip, the resident portion requires
only 43 4-input LUTSs, 40 Slice Flip-Flops and 2 BRAMs,
all of which result in 1% usage in the FPGA resources, as
shown in Table 1. Two thousand BRAMSs required in the
original co-simulator are replaced with only 2 BRAMs.

Table 2 shows the complexity differences among 3 kinds
of filters on 3-scale processing of HDTV picture: the X-Y

TABLE 1
Locic UTILIZATION

Logic Utilization Used Utilization

4 input LUTs 43 1%
Slice Flip Flops 40 1%
BRAM 2 1%

separable filter with the interim memories; the X-Y sep-
arable filter employed the line-based approach; and the
direct 2-D filter. In case of both kinds of X-Y separable
filter, 30 DSP48 modules as multipliers are employed. The
Direct 2-D filter employs 51 DSP48 modules in the FPGA
which contains 18x18 bit multipliers, 36 bit adders, regis-
ters and so on. The 2-D filter needs more multipliers than
X-Y separable one as expected. Note that 12 of 51 DSP48
modules are used only for 30 bit adders, which calculate
a sum of multiplied results between a set of pixel values
and filter co-efficient values. The number of DSP48 used
as multipliers in the X-Y separable filter implementation
and that of the direct 2-D filter becomes 9 differences.
On the other hand, there is no difference among 3 kinds
of filters in the number of 18 kbit block RAM modules.
However, the implementation of the HDTV signal pro-
cessing is impossible for the reported X-Y separable filter
because of the need of the interim memories. The required
memories for this purpose are significantly increased for
HDTYV processing. In case of using the line-based X-Y
filter structure and direct 2-D filter structure, no more
memory capacity is required. Note that the line-based X-
Y separable filter requires half-length delay lines while the
direct 2-D filter requires full-length delay lines. However,
the same number of delay lines is required, which uses 18
kbit block RAM modules. It is possible to reduce a num-
ber of the memory modules in order to modify multiple
delay lines to a single word delay line with wide word.
In such a case, the X-Y separable filter implementation
has an advantage over the direct 2-D filter in terms of
RAM requirements in addition to the number of multipli-
ers. As described above, the line-based structure has the
advantage over other structures.

In Fig. 9, an experimental visual verification tool is
demonstrated, where monitors in Figs. 9(a) and 9(b)
shows some timing problems in the actual use. In the
proposed co-simulator, processing cycle delay at point A
and point B, corresponding to the Figs. 9(a) and 9(b)
can be observed in the following way. Three filters lo-
cated from the input port to the third filter and the first
filter is separately designed in the FPGA. These two filter-
ing FPGA can work without any problem, because there
are no feed-back/feed-forward connections. However, the
precise cycle delay adjustment between two observation
points should be required for the addition of 2-scale sig-
nals, because this addition makes a kind of feed-forward
processing.

Based on the above observation, some processing cycle

TABLE II
THE COMPLEXITY DEFFERENCE ON HDTV PICTURE PROCESSING

DSP48s BRAMs
X-Y separable filter
- Original 30 -
- Line-based 30 32
Direct 2-D filter 51 32
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delay has to be put on the path from point A to the adder.

V. IMPACT FROM THE ALGORITHM MODIFICATION

The line-based input/output method decreases a hard-
ware amount, but it is still large for consumer products
in some cases. Indeed, the motivation of the co-simulator
development is based on a single chip implementation on
the foreground segmentation [10] for gait recognition or
extremely low bit rate picture coding. For these appli-
cations, a clear foreground separation performance is re-
quired, even if a people wearing a dark T-shirt is walking
through the dark area. For such a case, the picture en-
hancement function is required as a pre-processing of the
foreground segmentation function [11]. Therefore, the pic-
ture enhancement approach described in section 4 should
be light enough for the pre-processing.

Foreground segmentation [10] uses 4x4 blocks as the
minimum segmentation accuracy. Therefore, it is possi-
ble to reduce the operation by reducing picture size of
HDTYV. The approach employed here introduces a block-
based MSR. The following processing is carried out. The
average of the divided 4x4 block of the HDTV frame are
first calculated and a thumbnail picture is formed by such
average pixel value. Then, the picture enhancement algo-
rithm is applied to the thumbnail picture. The required
hardware resource of the picture enhancement algorithm
is reduced to 1/16 depending on the above processing.

Figure 10 shows the results of the foreground segmen-
tation employed the MSR picture enhancement as a pre-
processing. Figure 11 shows the evaluation by the seg-
mented results employed block-based enhancement and
pixel-based one by comparing a number of False Positive
(FP) pixels with that of False Negative (FN) pixels. The
proposed 4x4 block-based approach shows better than
16x16 block-based approach, but shows slightly worse
than pixel-based one. Note that there is no more than 1%
difference between these processing, because 1920x1080
HDTYV picture is large. As a result, the 4x4 block-based
method has the advantage of processing efficiency.

VI. CONCLUSION

The functional expansion of the reported hardware-
software co-simulator [4] is proposed for real-time HDTV

signal processing. This expansion enables HDTV sig-
nal processing and also introduces the visual cycle delay
measurement approach which is an important function
for realizing a feed-back/feed-forward situation between
two functional circuits so as to adjust the two signals in
the same phase. An example of the MSR picture en-
hancement system is used to show the impact between
architecture optimization and circuit optimization by our
hardware-software co-simulator.
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