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Abstract—This paper proposes a method to generate parallel C codes suited to pipeline processing from schematic models developed on the Simulink, which is a model-based development tool. The Simulink is widely used in the field of control systems for ranging from algorithm development to code generation for embedded systems. Although there are several researches which focus on parallelization based on Simulink models, they exploit parallelism mainly within one step processing of the models, or among multiple-step processing by ignoring inter-step data dependencies. Here, one step processing means that a model processes an input signal and calculate an output signal. In order to exploit more parallelism among multiple-step processing while preserving the original semantics of the model, this paper focuses on a pipeline processing based on a way of applying the theory of communicating sequential processes (CSP). Under the parallelization process, the proposed method eliminates loop structures in models and builds directed acyclic graphs (DAGs) suited to a pipeline processing. While data items are transferred through communication on the CSP, they are stored and shared in double buffers on the proposed method. On the experiment of applying the method for an audio processing model, the execution time of the parallelized code could be reduced successfully to 26.3% on a 4-core processor running at 400MHz with a symmetric multi-processing real-time operating system, compared with that of the sequential code.

1. INTRODUCTION

Multicore processors have been becoming popular to increase their performance in the field of PCs and embedded systems. For example, communication infrastructures such as mobile base stations work on heterogeneous and/or homogeneous multicore processors to handle radio signal and packets of many users. Furthermore, multicore processors are also used for encoding, decoding, and image processing on high definition televisions, and are evaluated for car navigation systems. Behind this trend focused on multicore, there is a story that multicore is becoming one of key technologies to increase processors’ performance since increasing processors’ operating frequency is more and more difficult and requires much power. This movement toward multicore is remarkable in the field of communication infrastructures, which require higher processing performance than in other fields.

To exploit the inherent performance of multicore processors, it is very important to parallelize software working on them. However, parallelization makes it difficult to develop software since parallelization requires adequate workload balancing and access controlling of shared resources [3]. To ease parallelizing software, so far there have been many researches of parallel languages, frameworks, and compilers, etc. [1, 2]. Recent examples are GPU-oriented frameworks such as CUDA and OpenCL to exploit data parallelism in which same calculations are performed for many pixels, and the Intel C/C++ compiler that has features such as automatic loop parallelization and automatic vectorization.

To take advantage of task parallelism, which is another aspect for parallelism, parallelization methods based on dataflow and pipeline processing have also been actively researched [4, 6]. For example, StreamIt [4] is a research project on a source-to-source compiler for stream processing, which handles continuous data streams such as audio and video signals. Programmers describe pipelines in the language of the StreamIt for dataflow of stream processing, then the StreamIt compiler generates source codes that make every stage of the pipelines work in parallel. For another example, Molatomium [6] is a research project that also focuses on dataflow.

While these novel frameworks based on dataflow and pipeline processing are very useful for parallelizing software developed from scratch, they have a problem in terms of translation from conventional languages. To cure this problem, we focus on the Simulink, a model development tool, which is widely used in a model-based development method spreading recently in the field of control systems. Models developed on the Simulink are widely used for many pixels, and the Intel C/C++ compiler that has features such as automatic loop parallelization and automatic vectorization.
parallelism visually in them. If parallel software can be generated from existing models developed on the popular Simulink, language translation by hand should never be needed to make software parallel.

There are several activities by the MathWorks and others in terms of Simulink models and parallelization [7–11]. The MathWorks, a developer of the Simulink, provides Parallel Computing Toolbox (PCT) as its own product before, which allows programmers to run large-scale models for simulation in parallel. On the latest version of the C code generation tool from the Simulink models, internal processing of individual blocks such as FFT and filters is parallelized. Although there have been several other researches and products for generating parallel code from Simulink models [9–11], programmers on these researches and products have to take charge of making tasks and allocating tasks to CPUs. One of conventional research extracts parallelism only from one-step processing of models [7]. Here, one step processing means that a model processes an input signal and calculate an output signal. Another research extracts parallelism among multiple-step processing by ignoring inter-step data dependencies, which may cause acceptable numerical errors [8]. The first one has an issue of less parallelism, and the second one has an issue of trade-off between obtained parallelism and numerical error.

This paper proposes a method to generate parallel C code from the Simulink models, in which we aim to extract parallelism from multiple-step processing without ignoring inter-step dependencies. Specifically, the method transforms a model having feedback loops to a directed acyclic graph (DAG) while preserving the original semantics of the model, and executes every node of the DAG concurrently on the basis of the theory of communicating sequential processes (CSP) [12]. While the theory of CSP transfers data items through communication, which may cause data copies from buffer to buffer, the proposed method shares data items by using double buffers placed at shared memories. The contribution of this work is the CSP-based method using double buffering in combination with the loop structure decomposition for pipeline processing, and the evaluation of the proposed method. In the rest of this paper, the proposed method is described, and then parallelization experiment is explained. Finally, this paper shows that as a result of parallelizing an audio equalizer model on a 4-core processor running at 400MHz the proposed method reduces execution time down to 26.3% through parallelization.

II. Parallel C code generation from Simulink models

This paper proposes a method to generate parallel C code from Simulink models on the basis of the theory of CSP and regarding blocks in Simulink models as tasks and lines between blocks in Simulink models as communication channels. Figure 1 shows a process to generate parallel C code from Simulink models. Underling concepts of the proposed method are described below.

Mapping a block in a model to a task: The proposed method regards the processing of a block in a Simulink model as a task, and a dataflow graph represented with blocks and lines of a Simulink model as a data dependency graph of tasks, respectively. Then behavior of each task is retrieved from the sequential C code generated from a Simulink model by the Real-Time Workshop, which is a Simulink component.

Signaling completion of tasks with synchronized task communication: In the theory of CSP, processes running concurrently communicate via synchronized message passing. The proposed method makes the tasks run concurrently while communicating based on the data dependency graph extracted from a Simulink model. The proposed method uses synchronized task communication as a means to notify completion of tasks to each other. An event of completion of task calculation is transmitted to the communication partners become ready. Figure 2 shows the task execution flow. Each task repeats the following steps: (1) receiving events to know completion of ascending tasks that feed input data to this task, (2) calculating output data, and (3) sending events to notify that output data is ready to descending tasks that uses the output data. Tasks communicate using application programming interfaces (APIs) for handling semaphores, events, or messages available on a target platform. These APIs may cause context switches and another task will become ready to run if synchronous communication between tasks is suspended because one of tasks is not ready.
**Pipeline parallel processing using double buffers for task output data:** On the proposed method, tasks obtain the calculation results of other tasks from shared memories but not from task communication. Although the theory of CSP transfers the calculation results of tasks through task communication, task communication is not adequate for large data transfer since it is necessary to transfer data from the buffer storing the calculation results to the buffer for task communication. The data copies from buffer to buffer could be a problem when large data items are transferred through task communication. To avoid the data copies from buffer to buffer, the proposed method transfers a buffer index via task communication, and shares data items among tasks via double buffers storing calculation results of tasks. The buffer index transferred from task to task represents which buffer to be used. When a large amount of data of a task is fed to multiple descending tasks, the proposed method write the output data to shared memory one time, while the original CSP requires data copy the number of descending tasks. Using double buffers to store task outputs and switching the buffers alternately allow data-producer tasks and data-consumer tasks to work in parallel simultaneously. In this way, costly data copies between buffers can become needless in the proposed method.

Although Simulink can work with various models, the proposed method handles only models subjected to the following restrictions: fixed time step, discrete-time solver, and single signal rate. These restrictions make analyzing C code simple, and are acceptable ones for developing practical Simulink models.

### III. Analyzing C Code

The proposed method analyzes two files generated from the Real-Time Workshop: `model.c` and `model.h`. The file of `model.c` contains the following three functions:

- `model_step()`, executing a single step of the target model.
- `model_initialize()`, initializing the internal status of the target model.
- `model_terminate()`, terminating the processing of the target model.

In these functions, the function to be parallelized is `model_step()`. The proposed method breaks the content of the function of `model_step()` into code blocks separated by comment tags that represent which code block comes from which Simulink block. The comment tags are inserted by the Real-Time Workshop for code tracing between Simulink models and C code, and make it possible to find one-to-one relationship between code blocks and model blocks. In the file of `model.c`, all variables and arrays to store output data of model blocks are put together into a single structure. Each of these variables and arrays are read also as input data. The aggregated structure makes it easy to duplicate the structure for double buffering. The header file of `model.h` contains input and output data structures of model blocks and a list of subsystem names included in the target model. A subsystem is a group of blocks, and is one level of hierarchy in models.

### IV. Analyzing model

The proposed method reads the model file `model.mdl`, analyzes it, and finds its hierarchical structure and connection of blocks. Simulink models have a hierarchy of blocks. A subsystem, which is a group of blocks, forms one level of hierarchy and can contains other subsystems. In the files of Simulink models, information on block connection is recorded individually for every level of block hierarchy. In order to generate parallel C code, it is necessary to get block connection information between different levels of block hierarchy.

### V. Flattening block hierarchy

The proposed method builds an intermediate model, which becomes a task dependency graph to generate parallel C code. In the building process of an intermediate model, to take advantage of the inherent structural parallelism represented in Simulink models that have hierarchical structures, the proposed method flattens the hierarchical structure of model blocks. Target model blocks for this flattening are subsystem blocks that do not have any binding to code blocks extracted from the sequential C code. After the flattening, input and output port blocks included in such subsystem blocks are connected to external model blocks outside the subsystem blocks.

### VI. Breaking loop structures

Several Simulink models have loop structures. Here, a loop structure means a feedback loop but neither a for-
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loop nor a while-loop. Loop structures prevent the proposed method from determining the execution order of model blocks in the intermediate models, and make parallelization difficult. To cure this problem, the proposed method breaks loop structures by dividing indirect-feedthrough blocks such as delay element blocks and integral blocks in loop structures while preserving the original semantics of Simulink models. Output data $y_n$ and internal status in an indirect-feedthrough block are calculated as follows:

$$\text{Output: } y_n = f(status_{n-1}) \quad (1)$$
$$\text{Update: } status_n = g(x_n) \quad (2)$$

In a usual design guideline of Simulink models, there must be indirect-feedthrough blocks somewhere in usual loop structures of Simulink models. Taking advantage of the fact that indirect-feedthrough blocks can calculate output data $y_n$ by using only internal status without using their input data $x_n$, as shown in Figure 3, an indirect-feedthrough block can be divided into two blocks: an output calculation block and a status update block. After this process of breaking loop structures, a DAG in terms of tasks and their data dependency is obtained from the modified intermediate model. The specific steps for dividing an indirect-feedthrough block are as follows.

(1) Dividing a delay element block into two blocks: The proposed method finds indirect-feedthrough blocks, and divides such a delay element block into an output calculation block and a status update block. The status update block takes over the incoming edges of the indirect-feedthrough block, and the output calculation block takes over the outgoing edges of the indirect-feedthrough block.

(2) Adding an edge from the start block to an output calculation block: The proposed method creates the start block that starts the processing of the target model, adds an edge from the start block to the output calculation block. The edge added here means that the output calculation block does not have any data dependency from the other model blocks and it can calculate its output data using its own internal status.

(3) Adding an inter-step data dependency edge from a status update block to an output calculation block: Since the internal status updated at the current time step in the status update block will be used in the output calculation block at the future time step, there is a data dependency from the status update block at time step $n$ to the output calculation block at time step $n+1$. This dependency is one between different time steps, and this paper calls such a dependency as an inter-step data dependency. The proposed method adds an edge for this inter-step data dependency from the status update block to the output calculation block. The inter-step data dependency edge is used only for determining if a model block becomes ready for execution at run time but not for determining the execution order of model blocks before run time. The modified intermediate model in this way becomes a directed acyclic graph by ignoring edges of inter-step data dependency.

VII. Generating Parallel C code

After building an intermediate model for the target model, the proposed method generates parallel C code based on the intermediate model. Nodes and edges in the intermediate model are translated to tasks and task communications, respectively, and the generated parallel code includes the following three functions. These functions correspond to ones in the sequential C code generated from the target Simulink model.

$$\text{model\textunderscore step\textunderscore parallel()}$$
$$\text{model\textunderscore initialize\textunderscore parallel()}$$
$$\text{model\textunderscore terminate\textunderscore parallel()}$$

These functions are to be invoked from the task corresponding to the start block. The function of $\text{model\textunderscore initialize\textunderscore parallel()}$ starts up all the tasks for the target model. The function of $\text{model\textunderscore step\textunderscore parallel()}$ sends a calculation completion event to the tasks corresponding to the model blocks that are connected to the start block, and then returns without waiting for the completion of the tasks. Tasks receiving the event sent from the start task calculate their output data, and send another event to their descending tasks. The function of $\text{model\textunderscore terminate\textunderscore parallel()}$ sends a terminate event to running tasks and returns. Tasks receiving a terminate event immediately come to a halt.

The proposed method does not have any rules in terms of (a) task assignment onto CPUs and (b) task scheduling, and those two features are up to the operating systems. In this paper, (a) and (b) are provided by a symmetric multi-processing (SMP) operating system.
TABLE I
Experiment results of generating parallel C code from Simulink models.

<table>
<thead>
<tr>
<th>Model blocks</th>
<th>Tasks</th>
<th>Execution time ratio compared with sequential programs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio equalizing</td>
<td>252</td>
<td>57</td>
</tr>
<tr>
<td>Lane detection</td>
<td>302</td>
<td>64</td>
</tr>
</tbody>
</table>

MATLAB/Simulink version: R2010b

Experiment environment: PC0 and PC1
- OS: Windows Server 2008
- processor: Xeon@1.83GHz (4 cores)
- compiler: Intel C++ Compiler XE 12.1
- compiler options: /O2 /Qparallel
- task communication: Win32 API

Experiment environment: RTOS
- OS: eSOL eT-Kernel Multi-Core Edition (SMP) [15]
- processor: NaviEngine ARM11 MPCore@400MHz (4 cores)
- compiler: ARM RealView Compiler 3.0
- compiler options: -g -O3
- task communication: message buffers (no queues, no time out)

VIII. EXPERIMENT

To investigate how effective the proposed method works, in this section, experiment results are described for generating parallel C code from two Simulink models [13,14]. The target environments to execute generated C code are a PC running the Windows operating system and an embedded system running a real time operating system (RTOS). The details of the environments and results of the experiment are shown in Table I.

A. Audio equalizing

Audio equalizing in the model of [13] is an audio processing that reads audio signals from a file and modifies their waveform in both time and frequency domains. The audio signals are stereo and 16 bits/sample, and their sampling rate is 44.1kHz. Each of signals is represented as a 32-bit floating-point number. The audio equalizing model used in this experiment performs audio processing for a 1024-sample audio frame at a time.

Figure 4 shows a task dependency graph extracted from the audio equalizing Simulink model. Since the PC used in this experiment has 4 CPUs, the execution time of parallelized programs could be ideally decreased down to 1/4=25%. For the experiment on the Windows PC, the execution time of the parallelized program using the proposed method is reduced to 35% compared with a sequential program before parallelization while the execution time ratio of the program parallelized automatically by the Intel Compiler is 94.9%. For the experiment on the RTOS system, the execution time of the program parallelized by the proposed method is reduced to 26.3%, which is very close to the ideal case.

B. Lane detection

Lane detection in the model of [14] is an image processing that detects car lanes from roadway images captured by a camera in a car, tracks the detected lanes, and makes alert messages if the car is going to be out of the lanes. The size of the roadway images is 360 x 240 pixels. Hough transformation is used for detecting car lanes, and kalman filtering is used for tracking the detected lanes. Pixels in the image processing of this lane detection are represented as 32-bit floating-point numbers.

Figure 5 shows a task dependency graph extracted from the lane detection Simulink model. For the experiment on the Windows PC, the execution time of the parallelized program using the proposed method is reduced to 35% compared with a sequential program before parallelization, while the execution time ratio of the program parallelized automatically by the Intel Compiler is 85.8%. For the experiment on the RTOS system, the execution time of it has been reduced to 39%. On both of the PC and the embedded system that does not have any display device, any of result images were not displayed for the sake of profiling on different systems under the similar conditions.
IX. Discussion

As shown in the experimental results in Table I, the proposed method has worked effectively for the audio equalizing model, for which the execution time was reduced to 26.3% on the RTOS system. This result is very close to the ideal case for a 4-core processor. For the lane detection model, on the other hand, the execution time was reduced to 39% on the RTOS system. This section discusses this result.

One problem comes from a structure of task dependency graph. The task dependency graph of the audio equalizing model shown in Figure 4 has a simpler straightforward structure than that of the lane detection model shown in Figure 5. This difference of task dependency graphs in terms of their structure results in the difference of performance in Table I. In Figure 5, there are more long edges than in Figure 4. If there is a long edge between two nodes A and B and there is another path from node A to node B via other nodes, the nodes on the other path are difficult to be parallelized in a pipeline manner because node A cannot finish its task until node B starts its task. Remember each node works in the way shown in Figure 2.

Another problem is task granularity. Figures 6 and 7 show distribution of task execution time ratios for the audio equalizing and the lane detection, respectively. In these figures, a task execution time ratio over the maximum task execution time for the two models respectively is calculated for every task, and the number of tasks within every 1% segment of the ratio is plotted.

While the number of tasks that have lower task execution time ratio than 1% is 19 in the audio equalizing, the number of such tasks is 49 in the lane detection, as can be seen in Figures 6 and 7. The tasks that have lower task execution time ratio than 1% does not practically perform any calculation and does consume task communication overhead. This means that the parallelized lane detection has more workloads in terms of task communication than does the audio equalizing, and it leads to the lower execution time reduction of 39%.

X. Conclusion

This paper proposes a method to generate parallel C code from models developed by the Simulink, which is a model development tool. The proposed method regards blocks in Simulink models as tasks and lines between blocks in Simulink models as communication channels respectively, and then generates parallel C code on the basis of the theory of communicating sequential processes (CSP). Under the process of parallelization, the proposed method breaks loop structures in Simulink models for parallelization while preserving the original semantics of the model. While the theory of CSP transfers data items through communication, the proposed method shares data items by using double buffers placed at shared memories. As a result of parallelizing an audio equalizer model on a four-core processor running at 400MHz the proposed method has reduced execution time down to 26.3% through parallelization.
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