Robust Register Files by Exploiting Asymmetric Soft Error Rate
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Abstract—As technology scaling, soft errors induced by external radiation or cosmic rays are becoming a serious concern in micro-architectures. In particular, soft errors in register files are critical in reliability since these errors are easily propagated to other components of processors, causing catastrophic system failures. To protect data in register files, there exist redundancy techniques such as Triple Modular Redundancy (TMR) and Error Correction Code (ECC). However, these techniques incur high overheads in terms of area cost, performance, and power consumption. In this paper, we increase reliability on data in register files by simply applying inverters since soft error rates are asymmetric, i.e., different between 0 and 1 in bit values. The main idea behind our approach is to increase the more stable bit values in register files by inverting bit values if it has more unstable bit values. Our experimental results show that our proposal can reduce soft error rates by up to 20% over a suite of benchmarks with minimal overheads due to inverters.

I. INTRODUCTION

With increased chip integration levels, reduced supply voltage, increased speed, transient faults are becoming a big threat for todays system reliability [1], [2], [13], [15]. Such transient fault, i.e., soft error, caused by cosmic ray or radiation particle is a temporary hardware defect in a signal or datum [14]. In this paper, our research is to reduce soft error rates (SER) in register files which are significantly sensitive to system reliability since they are frequently accessed by CPU.

When energetic particles strike the sensitive area of the silicon device, they generate electron-hole pairs in the wake. The source and diffusion nodes of a transistor can collect these charges, $Q_{collected}$. When $Q_{collected}$ becomes larger than critical charge, $Q_{critical}$, the state of the logic device may invert. For a long time, just high energy particles have caused soft errors but now low energy particles also cause soft errors. The effect is multiplied with the fact that there are a lot more lower-energy particles than higher-energy ones and the fact that $Q_{critical}$ is becoming low and low as technology scaling.

Soft errors have already been attributed to cause several fiscal damages [11], [20], e.g., Sun blamed soft errors for the crash of their million-dollar line SUN flagship servers in Nov. 2000 [3]. In one incident, a single soft error crashed an interleaved system farm. In another incident, a single soft error brought a billion-dollar automotive factory to halt every month [5]. At the current technology, a soft error may occur in a high-end server once every 170 hours, but it is expected to increase exponentially with advance of technology mainly because of lowering $Q_{critical}$.

In embedded systems, soft errors in register file are the important factor in terms of performance. Register file is an array of processor registers in a control processing unit (CPU). This is central to the architecture and often stores data for long periods of time. Moreover, if soft errors occur in register file, these soft errors quickly propagate to errors in other parts of processors [5], [6]. For these reasons, some commercial processor protects register file by using typical redundancy methods such as TMR and ECC. However, these techniques for register files incur high overheads in terms of area cost, access time, and power consumption [7], [8].

In order to reduce soft errors with minimal overheads, several techniques have been investigated. For example, Pablo Montesinos et al. [9] reduced soft error rates by using the observation that the reliability-sensitive time is limited during the register lifetime. For this reason, they proposed ParSHIELD that protects register files from soft errors with selective ECC codes. Jun Yan et al. [10] presented a compiler-guided method by exploiting the scheduling algorithms such as superblock and hyperblock to delay write operations as late as possible, which can alleviate the vulnerable time in register files. However, these methods still exploit expensive redundancy-based techniques for their protection. Therefore, we propose the software-based register file protection by exploiting unique feature of soft error rates, especially, rates for SRAM.

ASER implies that SER is asymmetric, i.e., the probability of bit flip form 0 to 1 is not equal to that from 1 to 0. Especially, they are different by up to several orders of
magnitudes in low power SRAMs [11]. This is mainly because of the big difference of the critical charges between two types of flips. In most low power SRAM based register files, the SER of the 1 to 0 is much higher than that of 0 to 1 (about 20 times in $Q_{collected}$) [11]. In other words, bit value of 0 is much more robust against soft errors than that of 1, which implies that minimizing bit values of 1 in data makes register files more resilient against soft errors.

In this paper, we propose a simple profiling-based approach to maximize the number of more stable bit values in register files by exploiting the feature of ASER. Moreover, we consider the concept, Architectural Vulnerability Factor (AVF) [4], to obtain more accurate decline in SER. Over the benchmarks we used for our experiments, our proposal can reduce SER by up to 25% for the AVF-based profiled methods.

The paper is organized as follows. Section 2 presents related works; Section 3 describes design and implementation idea of our approach; Section 4 shows our efficacy in soft error robustness from simulation-based experiments; Section 5 concludes our paper and discusses future works.

II. RELATED WORK

To mitigate soft errors in register files, redundancy-based techniques have been investigated. These techniques include TMR and Hamming Code based ECC. The former exploits three functionally equivalent replicas of a component with a majority voting mechanism as shown in Figure 1. This method detects and corrects most cases of soft errors in one replica out of three. However, this method incurs 204% area costs, 19% access time overhead, and 110% power consumption overhead as compared to the normal register files without any protection [7].

For these reasons fully hardware-based protection is significantly costly. Jun Yan et al. [10] presented the register file protection by exploiting selective partial ECC. In [10], after the modification of conventional register allocation algorithm is done, ECC protects selectively based on Register Vulnerability Factor (RVF) similar with Architectural Vulnerability Factor (AVF). However, this method has still hardware overhead because of exploiting ECC.

Pablo Montesinos et al. [9] proposed selective hardware protections of the registers that contribute the most to the overall vulnerability of the register file. In [9], this method only protects the useful lifetime of these registers. Their approach, Shield, stores the ECCs of these registers and checks their integrity offline when they are read. However, these methods didn’t consider the concept, ASER that means the bit value of 0 is more stable than that of 1.

III. OUR APPROACH

In this paper, we exploit an interesting feature of soft errors, ASER. ASER means that the bit value of 0 is more stable than that of 1. So, our goal is to increase the number of the bit value 0 in register file. Suresh Srinivasan et al [16] proposed an interesting approach in FPGA. By increasing the number of zeros in the bit stream by flipping bits in internal look-up table in case that the bit value of 0 is more than that of 1, they can reduce the failure in time compared to the original design. For these reasons, our profiling method is acceptable to improve reliability in register files against soft errors.

To exploit our suggestion, we have two registers equipped with inverters in the register files as shown in Figure 2, which invert bit streams in the registers if our profiling results show more 1s than 0s. (Note that just two registers are equipped with inverters since other numbers of inverter-equipped registers do not show significant difference in experimental environments.) During the profiling, the data in register files have been read. Register profiling is to count the number of bit values in register files. At the end, we calculate the accumulated number of bit values of each register. And the two registers with maximum number of bit value 1 have been chosen and replaced (renamed) with two inverter-equipped registers (in case of our study, the last two registers, R30, R31). Note that all the benchmarks can find out more than two registers with more 1s in our profiled experiments. And the compiler re-compiles the programs by using the reallocated register files.
A. Per-registers and Per-instruction profiling

In this step, we decrease the number of bit values of 1 due to the reverse of the bit values of 1 in two selected registers if they have more 1s than 0s. Hence, the reliability of the program is improved in terms of soft error rates. Moreover, the overhead from the recompiling the instructions is negligible. And the hardware overhead for inverters in two registers is much lower than that of ECCs or TMR. Note that our technique implements two inverters at input and output for specific registers as shown in Figure 2. Figure 2 shows the outline of our register files where R30 and R31 are equipped with inverters and they are substituted (renamed) for two most 1s registers.

Another proposal is to profile and rename registers per each instruction. Former method is carried out statically after profiling. In contrast, this approach looks into each instruction, counts the number of bit value 1 at each register file, and dynamically renames registers with two registers with the largest and the second largest number of bit value 1. Note that our solution is applicable only if there is more 1s than 0s in registers. This per-instruction approach has more profiling and compiling overheads than those of former per-register approach while it can result in higher.

B. AVF-Based Profiling

However, this simple method to mitigate SER in register file is not accurate. Thus we consider about Architectural Vulnerability Factor (AVF) [4]. AVF expresses the probability that a user-visible error will occur given a bit flip in a storage cell. In register file, we can divide the accesses to register files into four different patterns (or intervals), namely, the write-read (W-R), read-read (R-R), read-write (R-W) and write-write (W-W) patterns (note that the read/write mentioned in this paper refers to the corresponding operations on register values, including but not limited to the load/store instructions, which operate on the data from the memory hierarchy). Among these four patterns, the register file is only susceptible to soft errors during the W-R and R-R intervals. In contrast, the soft errors occurred during the R-W and W-W intervals can be overlapped by the latter write operations, and hence will not impact other system components as shown in Table 1.

Figure 3 is the example of AVF of register file. In t0 time, LW(load word) instruction is executed, and then loads the value in memory(R15+200) to R7. In other words, R7 is write status, and R15 is read status. In t1 time, SUB(subtract) instruction is executed, and then the (R15-R16) is stored in R8. In other words, R8 is write status, and R15 and R16 are read status. In t2 time, ADD(add) instruction executed, and then the (R13+R14) is stored in R15. In other words, R15 is write status, and R13 and R14 are read status. In t4 time, R15 is write, and R17 and R18 are read. In t5 time, R1 is write, and R15 and R20 are read.

Then, we explain the AVF concept to exploit R15 register in t0-t4 times. In t0-t1, R15 is read-read and vulnerable. In t1-t2, R15 is read-write and non-vulnerable. In t2-t3, R15 is write-write and non-vulnerable. In t3-t4, R15 is write-read and vulnerable. Therefore, R15 is vulnerable in t0-t1 and t3-t4, and total AVF time is (t1-t0) + (t4-t3).

In our approach, time unit is defined by instruction numbers. Figure 4 is our algorithm to define AVF in register file. Line 2-4 means that default AVF in register file is non-vulnerable. Line 5-13 is the process that determines which register is vulnerable. This process means that the former operation doesn’t affect vulnerability. However, if the present operation is read, the time that former operation to the present method is vulnerable time.

Table 2 shows that portion of the bit value of 1 in the each register in vulnerable time. In these benchmarks,
there are at least 6 registers that have more the number of the bit value of 1 than that of 0. This means our inverter-equipped profiling method is efficient to mitigate soft error rates.

### IV. Experiments

#### A. Experimental Setup

For experimental setup, we exploit the SimpleScalar simulator [17] with a suite of benchmarks from MiBench [18]. SimpleScalar is a set of tools that model a virtual computer system with XScale-based processor, cache and memory hierarchy. Using the SimpleScalar tools, we can build modeling applications that simulate benchmarks running on a range of modern processors and systems to quickly evaluate our solutions [12]. For soft error rate evaluations, we conservatively assume that bit value 0 is 20 times lower soft error rate than that of bit value 1 [11].

#### B. Experimental Results

Figure 5 shows the efficacy of AVF-based profiling method by up to 25% (18% on average). AVF of the register file is 38 40% on average. And Figure 6 shows the reduced soft error rates with the number of inverted register between 1 and 4. The method by exploiting 8 inverters is most dependable, but this method has huge overhead because of adding inverters. Moreover, some benchmarks, such as sha and stringserach, show the similar dependability more than 2 inverted registers. These results show that 2 inverted register based register file is effective since that has only simple 4 inverters, which is negligible in hardware overheads. And, more than 5 inverted registers have similar reduced soft error rates in this experiment.

### V. Conclusion

As technology scaling, soft errors are becoming a challenging concern in embedded system designs. We propose profile-based register files equipped with simple inverters by exploiting asymmetric soft error rates. Our
solutions are very effective to protect register files against soft errors by exploiting minimal hardware inverters and software-based method. Moreover, AVF-based consideration is more stable than normal approach.

Our future work includes that consideration of dynamic register renaming techniques and approaches for other micro-architectures by exploiting the characteristic of asymmetric soft error rates. In other words, our AVF-based method is not realistic, because the real processor exploits register renaming technique to mitigate W-R, R-R dependency in out-of-order processing. And, ASER is available to apply to other parts of computer science to increase reliability against soft error rates.
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