Hardware Implementation of Motion Estimation Technology Using High Level Synthesis and Investigations into Techniques for Improvements
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Abstract—Due to the trend to increasingly large screen sizes and resolutions, the volume of data required by recent video images is enormous. Video coding technology improves every year, but a pressing issue is that processing times are also increasing. With this as a motivation, the current study targeted the motion estimation technology that is a key part of the H.264/AVC (Advanced Video Coding) standard, implemented it as hardware using high-level synthesis technology, and investigated improvements. An EPZS (Enhanced Predictive Zonal Search) algorithm was implemented instead of a Full Search algorithm, and the results evaluated to understand the effectiveness of the high-level synthesis technology and of the speedup techniques that were adopted.

I. INTRODUCTION

The volume of data required by recent video images is enormous due to the advent of larger screen sizes and high quality 4K and 8K television technology. Video coding technology improves every year, but an issue is that processing times are also increasing because of the amount of data. To cope with this, various types of hardware are designed, but RT level design often takes too long to meet time-to-market requirements. In this paper, we propose a hardware implementation methodology for the motion estimation process in H.264/AVC [1]. We use the EPZS algorithm to speed up the motion vector search process. Bach C high level synthesis technology [2] is used for circuit synthesis and the effectiveness of each design technique is evaluated.

II. H.264/AVC MOTION ESTIMATION TECHNOLOGY

Motion estimation technology can effectively eliminate redundancy that exists within image sequences. Block Based Motion Estimation techniques are the most widely used due to their relative implementation simplicity and efficiency [1, 3]. The current frame is divided into square blocks of pixels. For each of these blocks, the algorithm tries to find a best-matched block in a previous frame using a predefined distortion measure. The displacement of the reference and best-matched block defines a motion vector (MV). This best match is then used as a predictor for the block in the current frame. The encoder then only needs to send the MV and a residue block in order to recover the original reference block. The distortion measure most commonly used is the sum of absolute differences (SAD) because of its simplicity. The algorithm that examines all these locations is called Full Search (FS) and requires a significant part of the computational power of an encoder.

III. DESIGN METHODS BASED ON HIGH LEVEL SYNTHESIS

In this section, a C-based design methodology for memory access, loop processing, data structure, and parallel processing is described.

A. memory access

For many applications, memory access is often a major bottleneck. The simplest way to access large amounts of data at high speed is to store all the data in on-chip memory, but this increases chip size and is expensive.

A popular search method is spiral search, but this often reads the same pixels multiple times while searching out spirally from the center. To reduce these duplicated memory accesses, an array register is provided that stores sixteen lines. The register is accessed from top-left to bottom-right. After the SAD calculation, each line is shifted up and only one new line is added to the bottom of the array. Although the array register causes an increase in circuit size, it improves processing time for spiral searches.
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In motion estimation technology, data memory for each pixel is used when the SAD value is calculated incrementally for each block size from $4 \times 4$ to $16 \times 16$. SAD calculation is done for larger blocks using the results from the smaller blocks. This calculation accesses the data memory repeatedly in the SAD calculation for FS.

Fig. 2 shows loop processing and memory access in each block size from $4 \times 4$ to $16 \times 16$. This loop processing is to calculate the cost for each block type. Nested loop processing requires large amounts of memory access and is a major bottleneck in the motion estimation calculation. However, because each loop has the same count, loop fusion can be applied to the nested loops as shown in Fig. 3. This loop fusion is able to remove all memory reads in each loop.

To achieve smaller circuit size while maintaining high performance, the number of bits for each variable is optimized by verifying its correctness using simulation.

In cases where the functionality of code blocks is the same, high level synthesis is able to optimize circuit reusability. However, if there is a small difference in the C description between two loop structures such as, for example, in the cost calculation for the luma prediction in the current frame, then the loops cannot be optimized. These loops are therefore merged using if-branches to deal with the differences between them and thus reduce gate size.

For data processing of large volumes of data, parallel data processing is often effective. Because processing of each $4 \times 4$ block in the SAD calculation is independent, sixteen processes can be executed in parallel by dividing a $16 \times 16$ pixel block into sixteen $4 \times 4$ pixel blocks as shown in Fig. 4. Although it is possible to apply parallel processing to the $4 \times 4$ pixel blocks and execute 256 parallel processes, this has a large circuit overhead and does not actually achieve faster processing. Pipeline processing sometimes achieves better speed improvement with only a small increase in circuit size, so we decided to apply it to the $4 \times 4$ pixel block processing.

Composite data structures are often used in C programming for design efficiency. However, when these are used for data transfer among different functions, then high level synthesis generates many redundant wires and registers. The H.264 reference software has many composite data structures for the video, input parameters and so on. For smaller circuit size and better performance, these should
be replaced with only the variables needed for each function.

IV. Implementation of the Enhanced Predictive Zonal Search (EPZS) Algorithm

Recently, various kinds of software algorithm have been proposed to speed up motion estimation. Of these, we chose the EPZS [4] Algorithm to implement as hardware. The reason for selecting this method is that, due to improvements in the MV search method, it has better performance than other algorithms such as Predictive Motion Vector Field Adaptive Search Technique (PMVFAST) [5] and Advanced Predictive Diamond Zonal Search (APDZS) [6].

A. EPZS algorithm

Because the EPZS algorithm considers several predictors in the predictor selection phase, the pattern of the search can be considerably simplified. The algorithm also adopts a more robust and efficient adaptive thresholding calculation due to the high efficiency of the prediction stage. The predictor candidate set of MVs consist of three subsets A, B and C. Subset A has the median value of the motion vectors of the three adjacent blocks, the blocks on the left, top, and top-right from the current position. Subset B adds the MV at the (0,0) position to that of subset A. And subset C has MVs which have increasing or decreasing acceleration information of the same spatial position in the reference frame (Fig. 5). Subset C also has MVs at neighbor blocks (top, bottom, left and right positions) in the reference frame (Fig. 6). By using these subsets, EPZS can predict MVs quickly and accurately.

The threshold value is calculated using the minimum SAD value of three adjacent blocks and of the collocated block in the previous frame to avoid early the search termination or errors that occur in conventional methods. The threshold value is formulated as follows:

\[ T_k = a_k \times \min(MSAD_1, MSAD_2, ..., MSAD_n) + b_k \] (1)

where \( a_k \) and \( b_k \) are fixed parameters and \( MSAD \) represents the SAD value for each subset.

EPZS is also better than other methods in its choice of search pattern. Because combinations of several search patterns often produce better results, EPZS uses several types of small area search to reduce the processing time (Fig. 7).

B. hardware implementation of EPZS

Subset C has two kinds of MV. One kind are MVs that are in spatially the same position across several reference frames and the other kind are MVs that are in neighbor blocks in reference frames. However MV information needs to be kept in memory and frequent memory accesses are required. To reduce this overhead, we use several types of fixed point patterns in the spiral search search area (Fig. 8).

In this paper, to maintain prediction accuracy, we added an MV at the left-top position block to subset B.
Fixed points for subset C for 8×8 block which has already been calculated. Furthermore, to speed up EPZS, the threshold value is fixed for each block size and its permissible range is set to ±2 pixels. When the costs of all MVs calculated using subsets A, B and C are larger than the threshold, the MV that has the minimum cost is chosen.

V. DESIGN RESULTS AND THEIR EVALUATION

Before the proposed EPZS algorithm was implemented in hardware, its performance was evaluated as shown in Table I. Three kinds of software algorithm were compared using the BD-BR metric (average bit rate difference in % over the whole range of peak signal-to-noise ratio, [7]). The first software algorithm is EPZS of the JM 18.0 reference software. The second is only subsets A and B of our EPZS implementation. And the third is three fixed points searches (8, 12, and 20) for subsets A, B and C in our EPZS implementation. Two test video data, "foreman.cif" and "football.cif" were used. These were to test "low activity" and "high activity" respectively.

The comparison showed that the BD-BR of the proposed algorithms are about 3% to 6% worse than JM 18.0. One reason may be a threshold control issue. The BD-BR of the "high activity" data is better than the "low activity" data when the number of fixed points are increased, but the effect of subset C is still small compared with JM 18.0. We continue to improve our EPZS implementation.

![Fig. 8. Fixed points for subset C for 8×8 block](image)

<table>
<thead>
<tr>
<th>Content</th>
<th>BD-BR[%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>foreman.cif</td>
<td>football.cif</td>
</tr>
<tr>
<td>EPZS of JM18.0</td>
<td>0.278</td>
</tr>
<tr>
<td>Subset A, B</td>
<td>2.934</td>
</tr>
<tr>
<td>Subset A, B, C (8 points)</td>
<td>4.789</td>
</tr>
<tr>
<td>Subset A, B, C (12 points)</td>
<td>4.997</td>
</tr>
<tr>
<td>Subset A, B, C (20 points)</td>
<td>5.784</td>
</tr>
</tbody>
</table>

In this paper, we choose "Subset A, B, C (8 points) " of TABLE I for hardware implementation. Bach C system version 3.6 was used to synthesize to a VHDL RT level description and the gate level circuits were synthesized from RT level HDL using Design Compiler 2009 provided by VDEC and mapped to Hitachi 0.18 micron CMOS library cells. The clock frequency of all circuits is 100 MHz and the memory access time is 5 ns. The simulation time is measured for searching MVs for one macro block.

Table II compares processing times and circuit sizes for the proposed design methods. (a) is simply the C to Bach C manual translation result. (b) - (h) are the results of incrementally applying the methods described in Section III. (b) - (c) and (e) - (g) are for speed up of FS. (i) is the application our EPZS implementation (number of fixed points 8) to design (d) and (h) without (b), (e) and (c) - (g). The circuit processing time for (h) is about 4.8 times faster than that for (a) and its circuit size is about 45% smaller than (a). Moreover, the processing time for (j) is about 32 times faster than that for (a) and its circuit size is about 43% smaller than (a). The integer motion estimation portion of this circuit is about 50% slower than [8]. We continue to improve the EPZS implementation to get better both performance and BD-BR.

<table>
<thead>
<tr>
<th>Processing time and circuit area results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing time</td>
</tr>
<tr>
<td>[ms]</td>
</tr>
<tr>
<td>(a) sequential</td>
</tr>
<tr>
<td>(b) memory access</td>
</tr>
<tr>
<td>(c) loop processing</td>
</tr>
<tr>
<td>(d) reduce circuit size</td>
</tr>
<tr>
<td>(e) 16-parallel</td>
</tr>
<tr>
<td>(f) 256-parallel</td>
</tr>
<tr>
<td>(g) pipeline</td>
</tr>
<tr>
<td>(h) data structure</td>
</tr>
<tr>
<td>(i) EPZS</td>
</tr>
<tr>
<td>(j) EPZS with pipeline</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper, we proposed a C-based design method and applied it to the MV algorithm of H.264/AVC. We also designed a new EPZS algorithm by changing subsets and threshold control. This obtained higher speed processing with only small deterioration in picture quality. We are continuing to improve both the BD-BR and the performance of the proposed algorithm and plan to apply our methods to the H265/HEVC standard [3].
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