
Hardware Acceleration Technique for Radio-resource Scheduler 
in Ultra-high-density Distributed Antenna Systems 

Abstract - This paper presents a hardware acceleration 
technique for the scheduling process in ultra-high-density 
distributed antenna systems for 5G mobile communications 
systems. In 5G systems, the overall system throughputs for a 
huge number of combinations of antennas and user equipment 
for communications have to be calculated in the scheduling 
process. In order to accelerate the calculation, the proposed 
technique calculates the throughputs of each UE simultaneously. 
Moreover, it obtains the system throughput for combinations at 
every clock cycle in the pipeline. Experimental results show that 
the proposed technique performs the calculation of system 
throughput 60 times faster than without the acceleration. The 
proposed technique enables a future practical 5G system. 

I. Introduction 
In mobile communications systems, the resource scheduling 

process controls radio transmission for all antennas. In the process 
for downlink transmission, user equipment (UE) is assigned to each 
antenna [1]. Before the fifth generation of mobile communications 
systems (5G), this assignment will have been executed by 
software-based processing because of a small number of antennas, 
as shown in Fig. 1(a), and a small number of possible combinations 
of antennas and UEs. 

In 5G system, in order to increase the overall system throughput, 
a huge number of antennas will be deployed in ultra-high density 
[Fig. 1(b)], [2]. The number of possible combinations reaches 
approximately 1076 when the numbers of antennas and UEs are 32 
and 256, respectively, which is based on a 5G-system model in 
mobile and wireless communications enablers for the twenty-twenty 
information society (METIS) [3]. 

In order to obtain the suitable combination from this explosive 
increase of possible combinations, an approximate search has been 
reported [4]. In general, an approximate search can approach the 
suitable combination as the number of searched combinations 
increases. However, it will be difficult to increase the number of 
searched combinations by software-based processing within the 
limited scheduling period of 1 ms [5] because of the limitation of the 
number of CPU cores. 

To overcome this issue, we propose a hardware acceleration 
technique that enables the scheduler to accelerate the scheduling 
process in ultra-high-density distributed antenna systems. 

II. Proposed Technique 
Figure 2 shows our proposed acceleration technique for the 

scheduling process. In this technique, the search process is executed 
by a dedicated circuit in order to increases the number of searched 
combinations, which improves the scheduling performance. The 
software sets possible UEs for each antenna to the hardware 
accelerator before starting the search process. The details of the 
hardware acceleration technique are described below. 
A. Hardware Accelerator 

1) Approach 
Figure 3 shows the flow of the search process performed by the 

hardware accelerator. First, the combination of antennas and UEs is 
generated. Next, the system throughput is calculated by summing 
the throughputs of all of the UEs in the generated combination. Then, 
the combination for which the scheduling achieves higher system 
throughput is decided by comparing the system throughput for each 
combination. These three steps are iterated until the scheduling 
period expires so that the suitable combination can be obtained. 

To clarify the steps that should be accelerated in the above search 
process, we investigated the processing time for each step. 
According to the investigation by software-based processing, the 
system-throughput calculation accounts for more than 90 % of the 
processing time to execute the search process. On the basis of the 
results, we devised a parallel and pipeline processings for 
accelerating the system-throughput calculation. 

2) Detail of hardware accelerator 
Figure 4 shows a block diagram of the circuit. The circuit 

comprises three parts: a combination-generation part that outputs the 
combination of antennas and UEs, a system-throughput-calculation 
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Fig. 1. Illustrations of antenna deployment (a) before the 5G system and (b) 
in the 5G system (ultra-high-density distributed antenna systems). 
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Fig. 2. Hardware acceleration for the scheduling process. 
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Calculate�system�throughput

Decide�combination

Generate�combination

End

Start

Required�period�is�expired?
Yes

No

SASIMI 2016 ProceedingsR2-16

- 162 -



part, and a combination-decision part that decides the combination 
by comparing the system throughput for each combination. Our 
proposal consists of two kinds of processing: parallel processing for 
calculating the throughput for all UEs simultaneously and pipeline 
processing for obtaining the system throughput for generated 
combinations at every clock cycle.

The system-throughput-calculation part consists of plural 
throughput-calculation blocks that output the throughputs of the 
UEs in parallel. The throughput-calculation blocks are provided 
with the same number of antennas. The throughput-summation 
block outputs the system throughput by summing the throughputs of 
the UEs. The throughputs of the UEs are simultaneously calculated 
at the throughput-calculation blocks. Hence, the circuit executes the 
search process at high speed. Furthermore, the circuit scale can be 
minimized by optimizing a parallel number for the same number of 
antennas.

Figure 5 shows the timing chart of the
system-throughput-calculation block. In this block, the received 
signal power to interference power and noise ratio (SINR) is 
calculated. Next, the calculated SINR is converted to the throughput. 
Then, the throughputs of the UEs are summed. These steps are 
independent of the previous and next combinations. Therefore, these 
steps are executed in the pipeline. This enables the scheduler to 
obtain the system throughput for generated combinations at every 
clock cycle.

III. Performance Evaluation 
In order to evaluate the performance of the proposed technique, 

we carried out experimental measurements. To verify the number of 
searched combinations within the scheduling period of 1 ms, we 
measured the processing time spent for the search process. 

The proposed technique was implemented on a 
field-programmable gate array (FPGA) (Xilinx Zynq-7045) at the 
clock frequency of 100 MHz. The processing time was measured 
with the FPGA. The processing time without acceleration was 
measured with a general purpose processor (Intel Core i5) at the 
clock frequency of 2.67 GHz. 

Table I shows the results of the performance evaluation. The 
processing time per searched combination measured with 
acceleration is 10 ns. The processing time without acceleration is 
596 ns. The circuit executes the search process about 60 times faster 
than without acceleration. From these results, the number of 
searched combinations within the scheduling period of 1 ms in the 
proposed technique is 105 and that in the processing without 
acceleration is 1679. These results show that the number of searched 
combinations in the proposed technique is about 60 times larger than 
without the acceleration.

Furthermore, we carried out system-level simulations for the 
evaluation of the system throughput. The proposed technique 
achieves about 73 % improvement of the system throughput when 
the number of antennas and UEs are 32 and 256, respectively. 
Consequently, the proposed technique enables the scheduler to 
obtain the suitable combination in ultra-high-density distributed 
antenna systems. 

TABLE I. Results of performance evaluation 

Processing
time (ns) 

Number of 
searched 

combinations 

System 
throughput

(Mbps/REGa)

w/ acceleration
(Proposed) 10 100 000 64 

w/o acceleration 596 1679 37 
a. resource element groups. 

IV. Summary 
In this paper, we proposed a hardware acceleration technique that 

accelerates the search process in the scheduling of ultra-high-density 
distributed antenna systems. Our technique consists of parallel 
processing for calculating the throughputs of each UE 
simultaneously and pipeline processing for obtaining the system 
throughput for combinations at every clock cycle. As a result, it 
performs the search process 60 times faster than processing without 
acceleration. The proposed technique enables the scheduler to 
increases the number of searched combinations. The scheduling 
with the proposed technique enables a practical 5G system. 
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Fig. 4. Circuit block diagram. 

Combination�generation

Throughput�summation

Combination�decision

Throughput�
Calc.�#0

Throughput�
Calc.�#N

Throughput�
Calc.�#1

System�throughput�calc.

Combination

System�throughput

- 163 -


