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Abstract— Stochastic computing (SC) is an approx-

imate computation with random numbers. In this

study, we propose a new SC scheme in which internal

signals of logic circuits are exploited for generating

random numbers. This scheme can eliminate random

number generators, such as linear-feedback shift reg-

isters, and accordingly reduce the hardware cost for

SC without losing the accuracy.

I. Introduction

Stochastic Computing (SC) [1] has attracted attention
due to its high error tolerance and low hardware cost. In
SC, bit sequences, which are called stochastic numbers
(SNs), are used for calculation. An SN is generated from
a given deterministic (or binary) number by a converter,
called a stochastic number generator (SNG). In general,
numerous SNGs are required for SC, so that they account
for a large fraction of the circuit; it is important to reduce
the hardware size of SNGs.
In this study, we propose a new SNG design scheme

without random number generators (RNGs). Since an
RNG occupies about half of an SNG, our scheme can re-
duce the area size of an SNG by half. This scheme ex-
ploits, for generating random numbers to an SC circuit,
part of internal signals of logic circuits, which may be
embedded other than the SC circuit. We also propose a
heuristic algorithm for selecting internal signals so as to
keep the accuracy of SC high.

II. Stochastic Computing

A stochastic number is a bit sequence where the proba-
bility of one occurring corresponds to a number to be com-
puted. For example, a stochastic number 11001111 means
0.75. In SC, computation with SNs can be achieved by
simple logic circuits. Fig. 1 shows an SC circuit for mul-
tiplication of two numbers 0.50 and 0.25 with an AND
gate.
A given deterministic number (DN) is transformed into

an SN by an SNG. As shown in Fig. 1, it is composed
of an RNG and a comparator. A given DN is compared
with a random number generated by the RNG; the com-
parison result corresponds to an SN. In Fig. 1, DNs 100(2)
and 010(2) are converted into SNs 00110011 and 00011000.
Note that the resultant SNs can be converted into DNs
with a counter (CNT).
The RNGs in SNGs tend to occupy a considerably large

portion of an SC circuit. For example, an SC circuit
for KDE-based image segmentaion [2] requires 96 RNGs,
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Fig. 1. SC circuit.
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Fig. 2. SNGs with internal signals.

which occupy the half of the whole area of the SC circuit.
Hence, it is important to reduce the area size of RNGs.

III. Stochastic Number Generation with

Internal Signals of Logic Circuits

In general, an SC circuit is used with other logic cir-
cuits. For example, when an SC-based edge detection cir-
cuit is used for image processing, some converters (e.g.,
RGB-YUV conversion) and image filters (e.g., gamma
correction) are also employed with the SC circuit. Here,
we assume that such a logic circuit simultaneously op-
erates with an SC circuit. Under this assumption, we
propose a scheme in which internal signals of the logic
circuit are exploited for random number generation. This
scheme can eliminate RNGs, so that it can drastically re-
duce the hardware cost. We call a logic circuit from which
internal signals are selected a target circuit. Fig. 2 shows
an example of our scheme. We select six signal lines from
a target circuit, instead of employing RNGs.
The conversion error, which is the difference between a

given DN and the corresponding SN, depends on which
signal lines are selected from a target circuit. In Table I,
the second and third columns show two signal line selec-
tions from the target circuit in Fig. 2: b1 = (s2, s0, s3)
and b2 = (s1, s4, s5). Here, for convenience, si represents
a signal line or the bit sequence observed at the signal
line. For instance, s2 means not only a signal line in the
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TABLE I
Two selections of internal signals and uniform random

sequence.

t b1 = (s2, s0, s3) b2 = (s1, s4, s5) (u0, u1, u2)

0 1 1 1 1 0 1 0 0 0

1 0 1 0 1 1 0 0 0 1

2 0 0 0 1 0 0 0 1 0

3 1 0 1 0 1 1 0 1 1

4 1 0 1 0 0 1 1 0 0

5 1 1 0 1 0 1 1 0 1

6 0 0 0 0 0 1 1 1 0

7 0 1 1 1 1 1 1 1 1

avg. error 0.08 0.17 0
∑

F/n 0.50 0.58 0.50
∑

χ2 2.00 7.00 0

target circuit but also a sequence 10011100. As shown in
these columns, two selections b1 and b2 generate different
random sequences, so that the average conversion error of
selection b1 is smaller than that of selection b2, as shown
in row avg. error.

IV. Algorithm for Selecting Internal Signals

We propose an algorithm for selecting internal signals
from a given target circuit in order to minimize the aver-
age conversion error. This algorithm receives a set of bit
sequences {si} that result from a logic simulation.
Our strategy is to make the random sequence composed

of the selected signals close to a uniform sequence. The
last column of Table I shows a 3-digit uniform random
sequence (u0, u1, u2). If this uniform sequence is used
for SNGs, the average conversion error becomes zero. To
make the selected bit sequence close to a uniform one,
we consider two properties that should be satisfied by the
selected n sequences b = (s′0, s

′
1, . . . , s

′
n−1):

(1) the probability of one occurrence in b is close to 0.5.
With the probability F (s′i) of one occurrence of a sequence
s′i, it can be denoted by

∑
s′
i
∈b F (s′i)/n � 0.5, and

(2) the chi-square-value χ2(s′i, s
′
j) of any pair s′i

and s′j of b is close to 0. Here, χ2(s′i, s
′
j) =

∑
x∈{00,01,10,11}((fx(s

′
i, s
′
j) − L/4)2)/(L/4), where L is

the length of bit sequences (eight in our example)
and fpq(s

′
i, s
′
j) means the frequency of appearance of a

logic value pair (p, q) in a bit sequence pair (s′i, s′j)
(f11(s2, s3) = 3) [3].

The overview of our algorithm is shown in Fig. 3. The
algorithm selects signal lines based on F and χ2 in a
greedy manner. For the six signals of the target cir-
cuit in Fig. 2, this algorithm selects b1 of Table I, whose∑

s′
i
∈b F (s′i)/n and

∑
∀(s′

i
,s′

j
)∈b2 χ2(s′i, s

′
j) are closer to 0.5

and 0 than b2, respectively, as shown in the bottom of the
table.

V. Experimental Results and Conclusions

We applied our scheme to an image processing system.
This system includes an SC-based edge detection circuit

Fig. 3. Internal signal selection algorithm.

TABLE II
processing result

area [μm2] PSNR [dB]

with LFSRs 337.022 57.575

proposed scheme 175.826 54.307

(a) original (b) with LFSRs (c) proposed
scheme

Fig. 4. Edge detection result (128× 128).

and a deterministic gamma correction and scaling circuit,
which was regarded as a target circuit. For comparison,
we implemented an SC-based edge detection circuit with
RNGs (linear-feedback shift-registers (LFSRs)).
Table II shows the area size of the SC circuit and peak

signal-to-noise ratio (PSNR). As shown in this table, the
area size can be reduced by 48% with keeping high PSNR.
Fig. 4 shows edge detection results for an image. From
these results, we can see that our scheme can keep high-
quality edge detection.
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