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Abstract— Double modular redundancy (DMR) is to execute tion is proven [8, 9]. As described above, it is important to
an operation twice and detect soft error by comparing the op- optimize the implementation of conditional processing by op-
eration results. The error is corrected by executing necessary eration scheduling which determines the execution time of the
operations again. The DMR design for conditional processing operation.
is considered in this work. A method is proposed which makes =~ The DMR is effective for the conditional processing, but the
the secondary executions of the duplicated operations be depen- DMR technique for the conditional processing known so far
dent on the primary execution of the condition operation, thereby  simply duplicates the non-redundancy processing schedule.
widening the schedule solution space and allowing better results  In this paper, we propose a method to obtain an optimum
to be derived. The minimization of energy consumption with the ~ solution for minimizing energy consumption of DMR condi-
proposed method is formulated as ILP models and the optimum tional processing design with the constraints of execution time
solution is obtained by using an ILP solver. and resource usage. The optimization problem is formulated

as an integer linear programming (ILP) model and is solve by
an ILP solver.
The remainder of the paper is organized as follows. Condi-

As large-scale integrated circuits (LSI) chips integrate mordonal processing and DMR are briefly introduced in Sect. 2.
transistors and other components, and the operating power stp€ Proposed DMR conditional processing design method and
ply voltage decreases, LSI chips are becoming more vulnerss ILP formulatlc_)n is presented in Sect. 3. Experimental re-
ble to the soft error caused by an incident of a neutron induc&y!ts are shown in Sect. 4 and Sect. 5 concludes the work.
from cosmic rays and so on [1, 2].

As a countermeasure against soft error, the redundancy tech- I[I. CONDITIONAL PROCESSING ANDDMR
nigue is examined [3, 4, 5]. Double modular redundancy . ) . )

(DMR) executes the same operations in double, the obtainedConditional processing and DMR are briefly described.
data are respectively retained in registers or memories, and the N )

data are compared. When the data are not identical, a soft &- Conditional Processing

ror is detected, and the error is corrected by re-executing nec-In conditional processing, according to the execution of
essary operations. DMR requires less resources such as fuag-operatiorz, some other operations are divided into two
tional units (FUs) and registers and consumes less energy ffioups: those executed wheiis true and those executed when
processing execution than triple modular redundancy (TMRY is false. Let such an operati@hbe called acondition judg-
Thus DMR is more attractive in design optimization for redunment operation. Examples of condition judgment operation
dant systems, and some design automation approaches hakethe comparison result of two values, the sign (positive or
been proposed [6, 7]. negative) of the result of addition or subtraction, the existence

In conditional processing, an operation to be executed latef overflow after addition. Let an operation which is executed
is selected depending on the execution result of a certain operly when some condition judgment operation results in true
ation. While there exists non-conditional processing, such gsr false) be called aondition-dependent operatiorCondi-
digital filters and FFT, many digital systems consist of generailonal dependencies and data dependencies between operations
conditional processing. are described by a control data flow graph (CDFG). In the con-

In conditional processing, two or more operations are excluitional processing shown in Fig. 1(a), condition-dependent
sively executed according to the truth or falsity of a conditionpperations{B, D, E, G} are performed when condition judg-
and those operations can share a single FU at the same timeent operation A is true, and condition-dependent operation
In addition, the processing execution time can be shortened Byis performed when A is false. The operations A and D are
speculative execution in which an operation depending on tlaelditions, and B, C, E and G are subtractions. Assuming the
condition is executed before the truth or falsity of the condiexecution time of each operation is one clock cycle (CC), the

I. INTRODUCTION
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Fig. 1. An example conditional operation. (a) CDFG. (b) conditional FU replay
sharing. (c) speculative execution. (b) (c)
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. . Fig. 2. DMR design. (a) DFG. (b) DMR scheduling of operations.
execution schedule for one adder and one subtractor is showfe-execution to correct an error (replay).

in Fig. 1(b). Condition judgment operation A is executed at

CC 0. Condition-dependent operation B is executed when A , ) . )
is proven to be true, and condition-dependent operation C §dsecondary executionhe primary execution of operation

executed exclusively when A is false, thus B and C can shard’alS dénoted as A and the secondary execution as. An

subtractor and are scheduled at identical CC 1. This situatiéid- 2(P), A is executed at CC 0 andg#is executed at CC 1,
is said the same FU isonditionally shared8]. B is now a and the execution results are stored in registers. At CC 2, the

condition judgement operation f¢D, E, G} and D and G are data are read from the registers and the values are compared by

executed if B is true or E is executed if B is false. The total'® comparison operationgA _ _
processing execution time is 4 CCs. If the Ag detects a value mismatch, it means that there is

The execution of condition-dependent operation needs @R €rror in either A, As, or the resultant data of these execu-
wait for the completion of the corresponding condition judg_tlons stored in registers. The error is corrected by executing

ment operation. Executing condition-dependent operation bl the operations suspected to be an error and storing the re-
fore or at the same time as the corresponding condition judg/ts @gain. This is called theplay. Figure 2(c) shows the
ment operation is callespeculative operatiof]. For exam- '€Play when 4 detected an error. The re-execution of oper-
ple, as shown in Fig. 1(c), the condition judgment operation Ations is performed from CC RO to R2, and the execution of
is executed at CC 0 and its condition-dependent operation BY3€ Processing is delayed by this time duration. This is called
speculatively executed at the same CC 0. At CC 1, C and gdelay penaltyassomated with re—e>.<ecut|on, and in the exam-
which are conditionally dependent on A, conditionally share ple of Fig. 2(c), the delay penalty is 3 CCs. When the error

subtractor. The use of speculative execution reduces the tofgtection comparison is performed immediately after the sec-
execution time to 3 CCs. ondary execution, the difference in execution time between the

While the speculative execution increases the degree of frggimary and the secondary executions causes the delay penalty.
dom in scheduling the execution time of condition-dependetf@ 1arge delay penalty is allowed, it is possible to execute the
operations, there is a demerit that more energy is consumefimary and the secondary of the operation at different CCs,

by the speculatively executed operations which are original§)€r€by increasing the degree of freedom of the scheduling and
unnecessary. a good operation schedule may be obtained. On the other hand,

it would be necessary to set an appropriate upper limit of the
B. Double Modular Redundancy delay penalty, for example in real time processing.

The soft error in LSIs are modeled as follows. A soft error
is assumed to occur only in one of the data stored in a register ~ Ill.  CONSIDERATIONS INDMR DESIGN OF
or the execution of the operation in an FU in the same CC, and CONDITIONAL PROCESSING
there is a sufficiently long time between successive errors. | .. .
general, an error inya cgmbinational circuit including an FU&I' DMR for Conditional Processing
continues for more than one CCs. The error duration is set toln DMR, data dependency is closed in each of the primary
1 CC for the sake of simplicity in this work. executions and the secondary executions of the operations.
DMR duplicates the operation execution and data storag€hat is, when operation B uses the operation result of oper-
and detects errors by comparison. Figure 2(b) shows an eation A as input data, Bdepends on A and Bs depends on
ample in which the operation execution and data retention éfs. This is because, whenpBand Bs are executed using the
the processing shown in Fig. 2(a) are duplicated. Duplicatexhme input data, Breports the coincidence even if there is an
operation executions are respectively cajpeidhary execution error in the data, thereby overlooking the error. On the other
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The total probabilitistic energy consumption of the schedule is
10 u.e.

T,
B Vo c Cp Bsd OCS Figure 4(c) shows the schedule with the minimized energy
Q N J consumption by the proposed method. Since all the condition
(a) (b) judgement operationsi) Ep, and Go have been executed be-
Ve N ~ fore CC 2, the condition-dependent operationsaid b, and

E ASO Hs and k respectively can share adders conditionally at CC 2,
\‘F\E‘ c and the EPs of H, Ip, Hs, and k are 0.5. The total probabili-
Q " Q : tistic energy consumption of the schedule is only 9 u.e.

© The example shows the fact that the proposed method in-
creases the degree of freedom in scheduling conditional pro-
cessing. The proposed method is utilized for minimizing the
probabilitistic energy consumption of DMR conditional pro-

T
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Fig. 3. DMR for conditional operation. (a) CDFG. (b) simple double
execution. (c) operations depend on the primary execution of condition.

cessing.
A CC [ADDO[ADDI] ADD2 [SUBO[SUBI]
T F ol Ap [ As [ 1, B. ILP Formulation for Energy Minimization
B9 ¢ w8 [ 1, [BJC[BYC] . . .
7 2|[DJE,| G, |DJEJGs The operation scheduling problem is NP-hard, and no
D E G (b) heuristic method for finding the optimum solution has been
cc [ADDo]ADDI] ADD2 [SUB0[SUBL] obtained. Optimum operation scheduling problem of DMR
TF 10| Ap Cp conditional processing becomes an advanced combination op-
H@’ @I [l A pyG| E [ B [ G timization problem. In order to know the optimum solution,
|2 || Hp/Ip | Hyls | DyBg/Gg| Bg

this combined optimization problem is formulated as an inte-
ger linear programming problem (ILP), and the optimum solu-
Fig. 4. DMR schedule of conditional processing. (a) CDFG. (b) conditional tion is obtained by an ILP solution tool (an ILP solver). Since
dependency in the primary and the secondary separately. (c) operations the solution time of the ILP solver generally depends exponen-
depend on the primary execution of condition. tially on the number of variables in the ILP model, it is im-
portant to reduce the number of variables required in the ILP

N ~ formulation.
hand, for condition dependency, the secondary execution oftpe fojiowing ILP variables and parameters are used to de-

condition-dependent operations may conditionally depend Qipe the ILP model. With the constraints in Egs. (1) — (16),

the primary execution of condition judgment operations. Thifhe total operation execution energy consumption shown in
is the proposal of this work. Eq. (17) is minimized.

_Forexample, for the process shown in Fig. 3(a), the result of Note that an S range of an operation is the set of CCs at
simple DMR design is shown in Fig. 3(b), where the primaryyhich the operation can be executed. It is obtained as the inter-
executions B and G are conditionally dependent orefand 5] petween the earliest and the latest possible execution CCs
the secondary executionssnd G are conditionally depen- o each operation execution determined by considering the

dent on A. However, as shown in Fig. 3(c)sBCp, Bsand G precedence constraint between operations derived from data
can be conditionally dependent on the primary executign Adependency.

To detect an error in A, the secondary Ais executed and the

results are compared. If an error is detecteslaAd operations ¢ DFG (N, E,B): a given processing algorithm is denoted as

conditionally dependent on A are re-executed. a data-flow graph (DFG) whend is the set of nodes rep-
The effectiveness of the proposed method is presented usingesenting operationdz the set of edges representing data

a simple example. When the conditional processing shown in dependencies among operations, Brttle set of edges rep-

Fig. 4(a) is duplicated and scheduled in 3 CCs with 3 adders resenting conditional dependencies among operations.

and 2 subtractors, if the condition dependencies are sepaf: the set of operation types.

rated to the primary and the secondary, the resultant schedpy: a constant. The upper bound of the delay penalty.

ule to achieve the minimum energy consumption is as shown R.m: S range of the execution of operatign (me {P,S})
in Fig. 4(b). Here it is assumed that true and false branching ;’

probabilities of the conditions are 0.5 for true and 0.5 for falsé X,m @ binary variable and becomes 1 whigrstarts at time
; o t.(me{PS})

in all condition judgments, and that the energy consumption C i .
of an operation execution is 1 unit of energy (u.e.) for addi® Yim: @binary variable and becomes 1 when the execution of
tion and subtraction. Band G, and Bs and Gs respectively ~ 'mféquires an FU at t_|mte (me {P.S})

share subtractors conditionally, and the execution probabiliti®sS.m1.jme: & binary variable and becomes 1 when the execu-
(EPs) of these operations are 0.5. To execute all the operationgions ofim and jme conditionally share an FU.

within 3 CCs, b, Ip, Hs, and k must be executed specula-e b mcmce @ binary variable and becomes 1 whegnis exe-

tively. Therefore the EPs of & As, Hp, Ip, and so on are 1.  cuted speculatively with respect to the condit@s.

(a) (c)
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yfm: a binary variable and becomes 1 whgns executed in  (b) An FU is not shared by operationgnd j if j is specula-

the speculative execution pattgon tively executed with respect to the condition operation
. N)C: the set of condition judgment operation nodedNC C Si,m1,j,m2 ertj,m2 + ;x&mc <2 (6)
N

=
i th? vce NC,i € NTg, j € NFe,ml,m2 € {P,S}
. . f jme is executed before the completion of the condition op-
conditioncis True (False). i
( . ) . . erationcme, the sum of the 2nd and 3rd terms of the left hand
e SE: a set of speculative execution patters of operations side of Eq. (6) becomes 2 asghy.j mz = 0 is constrained
* SE a subset oSE wheni is speculatively executed with (c) More than one operations on the False side cannot share an
respect to conditioe. FU with an identical executioiiy on the True side.
e Q: a constant. The operation execution duration of opera- St jme < 1 (7)
tionsip andis. je%Fc mz:zP,S} R

e Ki: a constant. The maximum number of FUs of the opera- . VeeNCieNT,mle{PS}
tion typef. (d) If jn3 is speculatively executed with respect to a condition

e L¢: a constant. The duration for which an execution of a@ﬁzrr:t;c:]ngutgen fOF anzmo dptehr:t(ljome):r:;tig' IS :V?]tici”g\gegngos
operation occupies an FU of the operation tyfpe Y, Jms, P 2 P

e EP - aconstant. The energy consumed whgtme {P,S}) on the same condition . .
isl"(ranxecuted in the speculative execution patfern Sp,mpi,m1.+ Sp,mpi.m2 + ;Xj,nﬁ + T;XCJ“C =3 (8)
vp,i, j,c € N,ne NFj,m1,m2,m3,mcc {P,S}

By assumingpny andin, share an FU, angyy and ji, share
an FU, andjs is speculatively executed with respect to a con-
; i dition operatiorz, the left hand side of Eq. (8) becomes 4, but

te; Xm=1 VieN.me{PS} 1) inthat caseim and jmg cannot share an FU. .

m (e)If an operationj is conditionally dependent on an operation

Ti m, the execution start time of operatign is given by the C they cannot share an FU.

following equation. Sp.mpj.mi + Spmpeme < 1 ©)
vp,j,c€ N,mpml mce {P,S}

e NT; (NF¢): a set of operations which are executed

Operation execution:
Every operationy, is executed exactly once at some titne
within its S range.

Tim = i ,‘mtx}’m FU requirement:
' If an operation does not share an FU with other operations,
Precedence constraint: a dedicated FU is required to execute the operation.
If thgre _exists a data_dependency from an operatitman utj’m2+ Z S,mLjm2 > th,mz (10)
operationj, the execution of must be completed beforg b e e NC,j € NFe,m2 € {P.S}

starts. This precedence is constrained for every édgec E

and for primary operations and secondary operations, respd¥hen jme does not share an FU with other operation execu-
tively. tions, the 2nd term of the left hand side becomes 0 and it con-

.. strainsut _, = 1 at the execution timeof jmp.
Tj,mZTi,m'f‘Qi v(laj)eEvme{RS} (2) J,rTlZ t sz
Smijme < ZuLml (11)

VieN,ceNC,j e NFe,mlL,m2 e {P S}
When jp shares an FU witlyy, an FU must be allocated to

Constraint on the primary and secondary executions:
Eq. (3) constrains thag starts no earlier thaip.

Tis=Tip vieN (3 ime, and it constrains}7m1 = 1 at some execution tirte
The duration from the start of the primaigy(T; p) to the end of Judgement for speculative execution:
the secondaris (Ti s+ Q;) is constrained to be withipp — 1. Judge whetheiry is speculatively executed with respect to
TetQ <Tpit 1 vieN @ the condition operationnc.
. < T _ ic
isTi s fieTho X+ S Kme < 14 Bimome (12)
Conditional FU sharing: =t

(a) If an operation exists on the True side and an operatjon . veeNGie NTCU NFe,ml € {P.S}
exists on the False side of a common condition operatjgn, -6t MCc= Ml in the case of the conventional DMR, amd = P
and jme can share an FU if these are executed at the same tinff (he case of the proposed primary condition dependence.

Identifying speculative execution pattern:

St jme < 14X m =X o (5) Identify the combination iR i
b ) ML pattern of whethigq is specula-
veENC,I €NT, j € NFe,ml,m2 € {5} tively executed with respect to the condition operations.
When jp is executed at (xtj’m2 = 1), the right hand side of Z yil_)m > bi meme (13)
Eq. (5) becomes O ifin: is not executed at the same tirhe peSE vceNC,i e N,me {P,S}

(x}’ml = 0), ands . jmz = O is constrained.
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Fig. 6. Conditional operation FIG17P

Fig. 5. Conditional operation MAHA _ 12 : g:’o“r;’;s”;?”a'
310
c
S 8
yPn=1 VieN,me {P,S} (14) g
pESE 2 6
. .. . Q
For example, if operationconditionally depends on three con- 2 4
ditions, there exist 8 patterns of the combination of whetieer S 0
speculatively executed or not with respect to each conditions. L5 0 NA
Eg. (14) constrains that only one of 8 patterns is identified. 53/3 53/2 632 72/2 822 82/
EU constraint: Configuration (TE:A/S)

For each timé and operation typd, the number of opera-
tions executed simultaneouslytathould not exceed the spec-
ified constrainK.

Fig. 7. Minimized total energy consumption of MAHA = 3).

Li-1 and FIG17P (15 additions, 12 subtractions (including 4 com-
% Z Z Z u}fnf' < Kj (15) parisons), and 14 multiplications), which is a part of FIG17
iENf m={Ps} /=0 t—t'eR [11], shown in Fig. 6.

t=01,.. Tr-1vfeF The operation execution time is 1 CC for addition and sub-
Execution time constraint: traction and 2 CCs for multiplication. The energy consumption
Every operation execution must be done by the specifid the operation execution is 1 unit of energy (u.e.) for addi-
time TE. tion and subtraction and 10 u.e. for multiplication. The true
and false branching probabilities of the conditions were 0.5 for
Tm+Q <TE VieN,me{PS}  (16) true and 0.5 for false in all condition judgments.
o All the ILP solver runs successfully completed with the op-
Objective: timum solutions or no results when the ILP models were infea-
The objective is to minimize the total probabilistic energyiple because of the constraints are too tight to be solved.
consumptiorC given as follows. Figure 7 shows the results for MAHA fqp = 3. The con-
C— EP VP (17) figuration TEA/S indicates the given constraints of the total
iENm-TPs} pfSE execution CCSE and the numbers of adders and subtractors.
For example, ‘5:3/2’ indicates that every operation execution
completes by CC 45— 1), and 3 adders and 2 subtractors
IV. EXPERIMENTAL RESULTS are used. While smaller energy consumption is obtained by the
proposed method in many configurations, there is no difference
An ILP solver IBM ILOG CPLEX 12.6.0.0 [10] was used between the result of the conventional and the proposed meth-
to solve ILP models. ILP models were generated by a prads in the cases of 7:2/2 and 8:2/2. It is important to note that
gram implemented using C++ programming language. Thée proposed method can derive a feasible DMR design for
CPU time for model generation is less than 1 s for each mod@:2/1, with that configuration the conventional method cannot
All the experiments were done on a PC with a 3.4 GHz miderive a solution.
croprocessor running 8 threads on 4 physical cores and 16 GBSome of the obtained operation schedules are shown in
of main memory. The conditional processing algorithms usefigs. 8 and 9. From the results obtained by the proposed
were MAHA (8 additions, 8 subtractions) [12] shown in Fig. 5method, it can be seen that the primary execution of condition
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TABLE |

ENERGY CONSUMPTION OFFIG17P

E(pp=3) E(po=5)
TE | A/SIM conv. proposed conv. proposed
7 | 4/4/4 | 1240 | 124.0 (-0.0%) | 124.0 | 118.5 (-4.4%)
7 | 4/3/4 | 1525 | 134.25(-120%) | 152.5 | 118.75(-22.1%)
8 | 3/313 — 115.25 108.75 | 104.0 (-4.4%)
8 | 2/3/3 — — — 110.25
8 | 4/3/2 | 117.125| 109.5 (-6.5%) | 114.0 | 108.75 (-4.6%)
8 | 2/4/2 — — — 117.25
9 | 2/2/4 | 101.75 | 101.5 (0.2%) | 101.75| 93.0 (-8.6%)
9 | 2/2/2 | 106.25 | 103.25(-2.8%) | 106.25 | 94.125(-114%)
10 | 3/2/2 89.5 89.5 (-0.0%) | 87.125| 84.25 (-3.3%)
10 | 2202 91.0 90.0 (-0.6%) | 88.875| 87.0 (-2.1%)
11 | 2/2/2 | 8375 | 83.25 (-0.6%) | 83.5 | 83.0 (-0.6%)
1 | 2/21 — — — 93.0
12 | 21211 — — 91.0 | 850 (-6.6%)
CC| ADDO | ADDI |ADD2| SUBO | SUBI V. CONCLUSIONS
0 |Al Als S1p|S3p|S1s|S3s
1 [A2p A2s A3p| |S2p|S6p|[S2s | S6s To the minimization of energy consumption for DMR de-
2 |ASp|AGp|AS5s|AGs||A3s||S5 S5s sign of conditional processing, we proposed a method to make
j 2‘7‘1’ 2‘7‘5 /:2 ‘2?’ _ g g;s fes the secondary execution of condition-dependent operation also
£ > SRl > dependent on the primary execution of condition judgment op-
@) eration. The ILP formulation of the minimization problem was
CG| ADDO | ADD1 |ADD? (S ESUSES presented and the optimal solutions were obtained by solving
0 [Alp Als S6p|Slp|S3p|Sls the ILP models
1 [A2p|A3p|A6p|A3s|[ASp] [S2p|S3s[S2s] S6s , > , .
2 |A4p|A2s|ASs|Abs S5p|S7p|S5s Consideration of the technique to further utilize the nature of
3 [Ads ATp S7s[S4p|S4s DMR conditional processing to obtain better design, develop-
4 |A8p A8s [A7s]|S8p S8s ment of a heuristic algorithm for the solution remain as future
(b) works.
Fig. 8. Obtained DMR schedules for MAHA wiffE = 5, pp = 3, 3 adders REFERENCES
and 2 subtractors. (a) conventional. (b) proposed. [1] R.Baumann, “Soft errors in advanced computer systems,” IEEE Design

CC| ADDO ADDI1 SUBO 2l
0 S3p [3]
1 [Alp S3s|Slp

2 [Als A2p S2p|S6p|Sls

3 [A2s A5p|A6p|S2s[S6s[S4p [4]
4 [Adp A5$|A3p Ab6s|A3s|[S5p|S7p|S4s

5 |Ads A7p S5s|S7s 5]
6 |ATs S8

7 |Asp A8s|  |[S8s

6
Fig. 9. The DMR schedule for MAHA obtained by the proposed method With[ ]
TE=8, pp = 3, 2 adders and 1 subtractor.

(7]

judgment operations are scheduled at early CCs to eliminate
speculative execution to reduce unnecessary energy consunipt
tion while the secondary execution of condition judgement op-
erations are scheduled at later CCs. [9]

Table | shows the results for FIG17p. ‘A/S/M’ indicates the
constraints on the number of adders, the number of subtrgges]
tors, and the number of multipliers. Up to 22% energy redudil]
tion is achieved by the proposed method. Again, the proposed
method can derive a feasible DMR design for configurations
with which the conventional method cannot derive a solutiori!2]
These are shown in bold in the table.
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